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## CCS概念
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密集检索方法主要集中在非结构化文本上，而较少关注具有各种方面的结构化数据，例如具有诸如类别和品牌等方面的产品。最近的工作提出了两种方法，通过预测与项目方面相关联的值，将方面信息合并到项目表示中，以进行有效的检索。尽管它们很有效，但它们将值视为孤立的类（例如，“智能家居”、“家居、花园和工具”以及“美容和健康”），并忽略了它们的细粒度语义关系。此外，它们要么将方面的学习强制到CLS令牌中，这可能会使其与其表示整个内容语义的指定用途相混淆，要么仅学习具有值预测目标的额外方面嵌入，这可能是不够的，尤其是当项目方面没有注释值时。
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意识到这些限制，我们提出了一个用于多方面密集检索的多粒度感知方面学习模型（MURAL）。它利用跨各种粒度的方面信息来捕获值之间的粗粒度和细粒度语义关系。此外，MURAL结合了单独的方面嵌入作为transformer编码器的输入，使得即使没有方面值注释，屏蔽语言模型目标也可以帮助隐式方面学习。在产品和小程序的两个真实世界数据集上进行的广泛实验表明，MU-RAL的性能明显优于最先进的基线。代码将在URL1提供。

\*郭嘉峰为通讯作者。

1 https://github.com/sunxiaojie99/MURAL
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## 导言

|  |  |  |  |
| --- | --- | --- | --- |
| 查询：“运动手套” | | | **相关性** |
| **项目** | **标题** | **方面：类别（短语级）** |
| **i1** | ATERCEL举重手套全手掌保护、骑自行车、锻炼…… | 运动和健身； |  |
| **i2** | Hestra陆军皮革直升机滑雪手套-经典的3指滑雪雪手套，… | 运动专用服装； |  |
| **i3** | HEAD皮革壁球手套-Web Extra Grip透气手套… | 网球和球拍运动； |  |
| **i4** | HSL 2对可重复使用的厨房洗碗  手套，防水，防滑，园艺，… | 家庭用品； |  |

#### 图1：查询及其候选项的示例。

近年来，密集检索方法在信息检索（IR）和自然语言处理（NLP）社区都得到了广泛的研究[9]。在预训练语言模型（PLM）的肩上，它们已经取得了引人注目的性能。然而，它们大多是针对非结构化数据进行研究的，没有研究如何有效地利用结构化数据的方面信息，如产品的类别和人员的从属关系。例如，在图1中，查询“sports gloves”以运动用手套为目标，因此应避免使用厨房手套。显然，这四个项目的分类可能会有所帮助

区分各种类型的手套，提高检索性能。不幸的是，在密集检索中有效地利用这种方面信息在很大程度上仍未被探索。

最近，Kong等人。[13]提出了两种有效的多方面密集检索模型，即MTBERT和MADRAL。这些方法遵循学习方面嵌入的典型范例，辅助目标是预测它们的相关值【2,3】。一个具体的例子是，图1中i4的方面“cate-gory”的嵌入将通过预测其值，即“家庭用品”来学习。虽然有效，但它们将一个方面的值视为孤立的类，忽略了各种值之间的潜在相关性，这可能导致次优性能。以图1中的项目为例，尽管它们分为四个独立的类别，但前三个与用户查询“运动手套”相关，而最后一个与用户查询“运动手套”无关。预测它们的分类ID的辅助目标平等地对待每个类别，并且可能无法捕获它们的细粒度关系。

注意到这个问题，除了前面考虑的短语级粒度之外，我们建议在更细的粒度上利用方面信息，例如单词和标记级。然后，对于图1中的项目，当我们将它们的类别短语分成小块时，前三者之间的关系将更加清晰，因为它们都有与运动相关的描述，如锻炼、运动、网球等。此外，从语言学的角度来看，句子和短语等较粗的粒度传达更具体的信息，而较细的单元通常携带更一般的信息[22]。由于不同的粒度可以表达不同层次的意图，我们结合了多粒度的方面注释预测来帮助查询/项目表示学习。我们的模型被命名为MURAL，是多粒度感知方面学习模型的缩写。它结合了单独的方面em-

内容令牌之前和CLS之后的床上用品作为

变压器层（如图3所示）。然后，在顶层，用不同粒度级别（例如，短语、单词和令牌）的值预测来监督方面嵌入。与最先进的方法（即MTBERT和MADRAL）相比，MURAL有几个优势（见图2）：首先，与MTBERT混合了CLS中来自项目方面和整体内容语义的信息相比，MURAL分别表示两种类型的信息，并允许它们之间通过门控机制进行更多的交互。第二，与在预训练期间仅学习具有值预测目标的方面嵌入的MADRAL相反，MURAL还指导方面嵌入从掩蔽语言模型损失中学习。即使当项目方面没有注释值时，这也可以帮助隐式方面学习。最后也是最重要的一点，通过跨不同粒度整合方面信息，MURAL可以在不同级别上捕捉方面值之间的语义关系，对检索性能有更大的贡献。

我们在两个具有丰富方面信息的真实世界搜索数据集上进行了广泛的实验。实验结果表明，我们的方法在两个数据集上都显著优于竞争基线。值得注意的是，即使没有方面注释的监督，我们的模型也实现了令人信服的性能，这意味着即使不使用方面信息，也可以通过壁画学习有用的隐式表示。对不同粒度的烧蚀研究表明，每种粒度可以

有助于多方面的检索性能，并将它们结合起来会产生更好的结果。

## 相关工作

密集检索。密集检索模型通常使用双编码器结构进行独立的查询和项目编码，相关性通过简单的相似性函数（如点积）来测量。Karpukhin等[10]用BERT初始化编码器，并将其与批内负片相结合，实现了比早期模型更好的性能。之后，研究人员开始探索各种微调技术来训练更好的密集检索器，包括硬负挖掘[23,31]、知识蒸馏[28]和多向量表示[11,19,33]。例如，熊等人。

[31]提出通过周期性刷新索引的方式在训练过程中动态挖掘硬负。栾等人。[19]通过使用前k个文档令牌嵌入作为项目表示，从不同的角度捕获项目的信息。基于此，Zhang等[33]在项目输入前添加k个特殊标记，得到多向量表示。这些多向量方法旨在从项目中提取多个底层语义信息。相比之下，我们的方法明确地考虑了显式的多方面信息建模。此外，我们的方法只为每个项目输出一个表示向量，节省了索引项目的空间和时间。

最近，Kong等人。[13]介绍了两种将显式方面信息合并到单个表示向量中的方法。第一种方法采用CLS嵌入来同时执行多个方面的方面分类任务。第二种方法将注意力网络添加到PLM中，使其能够分别建模多个方面，然后进行方面融合。它们与我们的方法的差异将在第4节中介绍。

多字段检索。文档中多字段信息（如标题、关键字、描述）的有效利用已经被研究了很长时间。在PLM出现之前，许多神经排序模型被提出来有效地利用项目结构[4,17,32]。例如，Zamani等人。[32]聚合字段级表示以获得项目表示，并采用匹配网络进行最终相关性分数预测。在PLM时代，研究一直集中在多领域信息的利用上[26,27]。例如，Shan等人。[26]提出了字段级局部匹配损失，基于查询和每个文档字段表示进行计算。孙等人。[27]将方面视为文本，并提出了一种有效的预训练方法来捕捉方面和内容文本之间的双向交互。多方面和多字段的区别在于字段包含无限的文本值空间，通常由可变长度的非结构化文本组成。相反，方面具有一组定义的有限值，充当结构化项目的“标签”。鉴于此，它们面临着不同的核心挑战，有效地利用多个方面的信息是一个有价值的研究方向。

预训练的双编码器。研究人员探索了预训练

双编码器架构的检索模型【6，7，14，18，20，30】。例如，Gao和Callan【6】在变压器顶部添加了额外的磁头层，在早期输出和磁头之间具有快捷连接，增强了编码器的CLS嵌入。卢等人。[18]用弱解码器预训练自动编码器

#### 表1：本文中使用的主要符号总结。

**符号 意义**

=(1,2,...,) 查询/项的输入标记序列。

h 输入X的最终表示。

={},=1,..., 一组方面，例如{品牌、颜色、类别}

语言粒度的集合，例如，

方面值嵌入表
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品牌 颜色 类别

={},=1,...,

{ℎ,,}

as-的方面值词汇

或，

粒度级别的pect，例如，

=1,...,,=1,...,

={ℎ,ℎ,...}

h或h，
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面向学习的值注释预测

编码器

CLS ！ #…。”
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查询或的方面嵌入

粒度上项目的方面。

(a)MTBERT (b)马德拉尔

=1,...,,=1,...,

或，

粒度上的aspect值嵌入表。

#### 图2：SOTA多方面密集检索模型。

像文字或记号一样的颗粒。因此，仅仅依靠短语-

=1,...,,=1,...,

像以前的方法一样，水平值预测可能不会产生

的方面值注释集

一个或一个，

=1,...,,=1,...,

粒度上查询或项的方面

,至⊂

有效的方面表示。例如，如果产品类别值为“手工制品”，则其词级粒度值

用于文档表示学习。与这些针对非结构化数据的预训练方法不同，我们研究了如何在预训练期间将显式方面信息注入编码器表示。在未来，我们将探索如何将我们的方法与现有的研究相结合。

## 预赛

将是“，”，其令牌级粒度值将是“，##，”。形式上，我们将粒度集表示为，其中每个（具有）表示-

发送特定的粒度。在本文中，我们使用三种粒度：=，，。我们用来表示值

∈

[ ]

[ ]

{ }

通过在粒度上分解方面的值获得的词汇。对应的方面值嵌入表变为

∈R×。我们在表1中列出了常用的符号。

序列=1，...，作为输入，并生成上下文

( )

双重编码。标准PLM，例如BERT[5]，采用令牌

表示为：

h(0),h(1)...h()=Φ(),h()∈R, (1)

其中表示隐藏大小，0=是添加到开头的特殊标记。表示H 0通常用作输入的最终表示。在密集检索中，双-

( )

[ ]

编码器架构被广泛采用，其中查询和项

使用PLM分别编码，以获得它们各自的表示向量【16】。然后，使用一个简单的评分函数来计算这两个向量之间的相似度。

方面学习。在密集检索中，方面学习涉及到在以下情况下利用方面信息来提高检索性能

查询或项目与不同方面（例如，产品搜索中的品牌、颜色、类别）相关联。除了内容文本

=1，...，（例如，查询、项目标题），一个查询或项目可以与多个方面相关联，我们将这些方面的集合表示为

( )

={}。为了简单起见，当上下文清楚时，我们省略

## 方法论

在本节中，我们提出了一个用于多方面密集检索的多粒度感知方面学习模型（MURAL），并介绍了它的核心组件。和[13]一样，壁画也是基于伯特[5]。由于MURAL以相同的方式对项目和查询进行编码，因此我们仅使用项目进行说明。

### 方面表示

在预训练模型中合理地表示方面是至关重要的，这样方面学习才能有效地指导它们的训练。为了充分利用Transformer编码器的功能，如图3所示，我们在CLS之后和内容令牌之前引入了几个令牌，以表示不同视角的方面。这与获得CLS的方式一致，并且这些令牌可以与内容令牌充分交互。在预训练期间，当预测内容中的屏蔽令牌时，这些插入的嵌入可以充当上下文的不同视图。这样，这些嵌入也可以从屏蔽语言模型ob-

下标=1。对于每个方面，都存在有限的词汇

在

并从各种隐式中捕获内容语义

方面值，表示为，以及包含每个方面值的嵌入的相应嵌入表R ×。图2显示了两种状态下的方面学习-

∈

艺术多方面密集寻回犬[13]。两种方法都利用内容文本作为编码器输入。具体来说，MTBERT重用CLS来表示方面，而MADRAL通过关注内容的最终层来构建方面的嵌入。这两种方法都通过预测每个方面的相应值注释ID来训练方面嵌入。多粒度。不同粒度的文本字符串捕获

| |

| |

不同层次的语义信息。句子或短语等粗颗粒通常比细颗粒表达更具体的意图

视图，这可以带来更多的好处，尤其是当一个方面没有值注释时。

与以往方法的比较。如图2所示，MTBERT【13】重用CLS令牌来预测项目as-pects的值，这强制CLS将来自项目方面的信息与它最初指定为cap的整体内容语义混合在一起。

真的。两者之间的平衡不能自动学习，CLS可能会对它应该学习什么感到困惑。马德拉尔

[13]通过关注内容令牌的最终表示来分别表示每个项目方面，并通过预测它们的相关值来学习方面嵌入。在预训练期间，对方面嵌入的唯一指导是这个值预测

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAgCAYAAAB6kdqOAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEf0lEQVRYhc2YXUgjVxiGz5kkTbbgrBMSBxNH4wox3ao3FsIm0sYWNNJqLZjVvbIIe9Fe1LIsba82biH93f5YaK9U8KraBHRpClEJjotxtXZ7YdL1h66JmRiYDCTuCG1CJjm92ESywWp0NdkXzs18H5znzMwH530hQggUIkEQZOFwuJll2absikQijYlEoiy3TyqV7pMkuVZRUeElSXKNJMk1lUr1QCwWxwvZBxYCtLm52elyuYZjsVgtAADIZLLH2c2yCwAAcmFZlm2Kx+MXAQCAIIjtjo6OQa1W63wmoGg0Wudyub7f2tp6S6lUrre2tt5Sq9W/4zjOQAiPPAlCCPI8T4VCIT1N07c5jntJq9U6zWbzh3K5/NGJgJLJ5IXFxcVPPB7PxxiGJU0m0229Xj8sEomSx53wMKVSqReWl5cHFxYWbqXTaYnRaPyypaXlC4lE8u+xQLFY7NL4+Lh7b29P09DQMNHW1nYTx/Hd04Dki+d59ezs7B2fz9dXXl4e6O/vf50gCP//AgmCIB0bG/NEo9G6vr6+dzQaDX0WIPny+/2tk5OTU3K5/O+BgQGjWCxOZGtYbuPMzMx34XC4ubu7+93zggEAgNra2vnu7u7+cDjcPDMz821u7QDI6/VeW11dfc9gMNzR6XR3zwsmK51Od9dgMHyzurr6vs/n6z0oIIQAx3E6m822Pzo6uigIggQhBIqxBEGQjIyMeGw22z7HcfUIIYAhhKDdbp8Ui8Xxnp6e3tNO0mkkEomSFoulVywWx+12+y8IIYjFYrE6lmWbTCbT0FlN00mE43jIZDINsSzbFIvFLmEMwxgAAECj0SwUGyarmpqaewAAwDCMAWMYxiCTyR4rlcqHpQJSKpUPpVIpzzCMAQsGg8aqqqr7EMJ0qYAwDEtRFHWfYRgjxnHcyxRFLZUKJiuKopYikUgDhhCCzwsQQghix7cWVxiEEGUnrZRiGMYAIUSYUqn863kBqqio8GHV1dWeUCh0BSFUss+XTqdFDMNcoSjKg1EUtRSPxy9yHHe5VEAcx11OJBI4RVFLWHbCAoHAa6UC2tnZeRWAJ5OGEQTxiCRJL03TQzzPq4sNw/N8FU3TQyRJrhEEsY1BCJHFYrkqCMIFh8MxkUqlJMWCSaVSEofDMSEIgsxisVyFED75kRUKxUZnZ+f1YDDY4na7PysWkNvt/jwYDBq7urquKxSKTQAAeOrC5HQ6f7JarWhjY6PrvC9n6+vrb1utVuR0On/Mff7UqLe3t9+orKz8c2pqajwQCJjO6834/f7W6enpcZVK9aC9vf1Gbu1IG9TY2PhzW1vbzbKysvBZgPA8r56bm/va6/Vey9igNwiC2D4SCAAAksnkixmj+FHGKA7p9fofnsUorqysfEDTtDVjFL/KGMV/8nsLsdLDW1tbb+ZY6RUcx0MFWumq3d1d/fz8/KcZK/2b2WwePLGVztchYcNeXtjgBQAAlmUb88KGcgAAIAjCbzabB+vr6389bq+CgAA4iGNeyYtjGg6LYzJRTG4c80ehccx/fXAQkuY2MAgAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAeCAYAAABNChwpAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEXUlEQVRIicWXXUxbZRjHn/c9pWtPYbQ9Bc7phxu0MIssk6/BAk4BMxQcGQMTTfROF5ftVhNN9GbRi93PzOmdJrvhYylixjLKnOD4ZkZCFQtsa3t6Bv0c0Jaup683lFTc+Nho9786Oe9Jfr+c874nzx8RQmCrEELQ3Nxc48LCQr3bzZcKbndZKBxRAwAgAAIAQAAQAAAtl/lYjpvkOO1Ufn6+1Wg09iGEtgSgrQSCwaDhl97eS3/Pzp6UUDiWmy3zsUqZj1XJvaxK7slTynwAAA8DEbXgD2sEf5gRAhH1YjCijolxyaFDRZampubz2dnZjl0JxONxamxs7Fx//81vSFyU1pXkTVQVaaYpCse3fF3rEcU4Hpn1lAxMPyxHmIo2NLz5eWVl5bcYY3FbAUEQjvRYLD+4eL7CxGU53qnQ/6bMlK7sBLw5/pW1rN5xV63dvWzQabXjJ1taPmJZ9o+nCni93sLvLl++m0EBebuMG37lJeUcQuhZ2BshhMD0g4Dx+qS7+rEI6JOzZ4+o1Wp7Yh0nLkRRlHZ2dlylEMFnTpiulRxQPTccAAAhBIcPqObOnDBdoxDBnR0dV0VRzPifgNVqvcDz7vKWo7rb2Qrp6nOTNyVbIV1tOaq77eL5ioGBgQv/EZifn2/4fWjo0woTYzMblPf2Gp6I2aC8V25U24YGBz+bn59vAADAoVCI6e7q/InZLws0lmrvpAqeSGOZ9g6zX+bv7ur6MRQKMXhmZqZ9eWWVba023MqQ4FiqBaQSKtZabfh1eWWFs9lsbdjlclXR+yQhrVq+lGp4Ilq1fIneJwk7nc4q7HQ4qvWM3LMXO36nQQiBjpEvuZyOauzxeF7WMYrFtNHXo2foxaUljxkTAKRn6LQL6Bh6kQAgDACgZeQvRABg/T+AIH3ff3MwAIDLG8pNNzjBxAiAOF+QAAIgWKPR/OXyrqZdwOkN5ebkaGxYbzAMO71hzXaj2V6GEAIub1ij0xuGsU6nGwmtxWjeF85JlwDvC+eE1mK0Xq8fwcXFxZ1ZmQqhe9jxxuNYXJJqeDQmSrqHHa9nZSoEs9nchWma9rSebvvQ8yii6pvij6VaoG+SP+Z9FFG1nm77gKZpDwYAKCgouFlTU3Nx3O412xzBg6mC2xyBgxNzPnNNbe3FgoKCfoCkiai+vv5LrZabsIw6jwdXo4q9hgdXowrLqOu4VstN1NXVfZW4vyFAUVS0ra39fZGg+JUb9lPT9wPGvTgZhBCYvu83XrlhPyUSFG9vf/c9iqKiifUnjeWv9lgs37t4vqKQy3rQXKEffNaxPLASzfx53Pla0lj+Mcuyd5OfeWoxGR0dPW+19n9N4qK07nDeRFXhLovJP56SgT83iskXlZWVl3ZUTJLzxGqmkvk4ldzDKuXe3PVqthiIqN3+sEYIhBnBn1TNiop6mpqbz+26miWHEILsdvtbCwsL9YLbXSoI7tItyynLTbEcN5Wfn281mUzXtyun/wI08hU5xLwc4gAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAgCAYAAACcuBHKAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEjElEQVRYhcXYT2zTVhwH8F+fHf+J24amSRrbaReJBWnSYAKSQdEiKAdP26QmrL1tl04ctuMkkDZt17HDkHYcF9TLdoMt5cCkHCjQboUlAw3QkBoQXWs/p0ma4jSOHcdOdxiZShkUupJ+pSdZ1tPvfWTJT/r9OlZXV2GjNJtNUlXVvaqq7lNVdZ+K8f7FwuJux2lSrT0Egay+QN9tXhB+53n+xqN1EyFkb1S/YyNEPp9/YyKVGlfz+b0AAAxJGDzLlINuusSzTMnLUFrZtDyqYfrytbpPNUyvaTssAADP8zcSicRHwWDwj00hbNump6amvpiamvqcJZB1lPdnwl1uxUO5qh0dHU8tuLq6CprV6JxbqYmX1GLMcJpUPB4/FY/HT5EkWX9uhCzLByZSqfFiqfTabq8n93ao71eWJP6zwLNSs206LRcO3S5rEb/P92fy2LExURR/2xAxMzPzaTqdPt3lIvX3+oPTr3o6F1708PXJadX+iwv5t1YaNidJ0onBwcFvn4qQZfnA2bNnf9nVzS0kwsIkTRCN/wtope44rok5PDRb0fuPHz9+aO0XQa0Hy7K4H8+f/76bcunDYeHyVgIAAGiCaAyHhctdLrJ2/ty5HyzL4p5ApNPp0+Xl5Z3DA8ErDEFYWwlohSEIK/EKf6W8vLwznU5/8xgil8u9m81mPx4MeG+Fuzj1ZQBaCXdx+GDAezubzX6Sy+XeAQBAlmVxqdRP4wGWWToi+DMvE9DKkODPBFhmaSKVGrcsi0MY45iu1wJDvC9DItRsB4JEyBnifZmqrvdhjKNIUZQYAIDIsYV2AFppnYcxjiFFUWI7aErjXKTZTgTnIs0dNKUpihJDiiwfFFi61E5AKzxLLymyfBBplUq/wLHF7UAIHFt8qGkDCABAcDPbghDdTAFgzWW1nUEAALhm+rfjcKVmBgAAkKe7ewHrxrYgsG74d3g880gMha5ho+7bDoRq1HvFUOgaEkUx87BueWq2zbQToDds5mHd8oiimEGiKGYAAOSqEWgnQtH/OU8QhAwSBCHDce7CpFqK2c1mW/4Wu9lEk2op1slxi4IgZBFFUXoyeWysYJi9l3Ex1g7EJC6+WTDM3kQyOUZRlI4AACKRyMVoNHpmplDe89eKzr9MwNyKzl8rlHdHo9HvIpHIzwBrLitJkk54e3ruT8znD5uOQz29zOZjOg51YT5/2NvTc1+SpJOt9/8iKIrS3x8Z+bBiNbgLc/hI3XFcWwmoO47rwhw+UrEa3Mjo6AcURelPIAAAQqHQdUmSTs5W9IEzdx+M3tOq/VsBuKdV+8/cfTA6W9EHJEk6ub732LD52eP1zEqhvpnNND+G7dBpeXHwVlnb5ff57iaSybFQKHR9/b5ntoFXr179cnp6+jOWQPWjgj8b7uQUD0U+Rxtod85VdfESLkYNp0nH4/Gv4/H4Vy/UBq7N+oaYJUkjyNJLvJtZCrqZkpd2aeV6w5OvmT61ZvaqhukzbYcBAOCDwZuJZHJs0w3x2jwaDexrLYzx/kJh8fX1o4FAoO+O8Pho4MbzjAb+BgTfObvrpagEAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAgCAYAAACcuBHKAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEc0lEQVRYhcWYT0zbVhzHfzjJc4ghzkIcEhtQuzaTQIOtadyWqlHhEm27JALttF2YOGzHSa20aTtwWXdYpR23C+KyHUHhskq5QAkbXZ2lAqYiLXTtIHZC4qRxwIa8xLBL02btKP/DR7Jk+z39fh9Z8pO+v4adnR3Yi+3tbWMqlbqQSqW8qVTKK0mpi5nMWreu66i6x2AwYKezdZFl3X+43e74s+sBQRCVveo37CWRTqffCYcnx9Lp1AUAACMiNy20I2+hHbLF1iKbm2hla0OhtULOoSmyQ1NkewWXGgEA3G53PBgMfuJyueYPJVGpVMhoNPpVNBr90mAiMdfFC1aGE1Fj00ZDQ8OuBXd2dgBvbjQVsyInPhR4vVxCfr//lt/vv2U0Gkv7lkgmk5fD4ckxWc52trR7Eh3dvb8Zkfl/C7yOCt4iVxbnruZWEx6GYR6GQqEhjuPu7ykxNzf3eSQSuY3MlNrx7rVZW2vH6kGbv0whvdL+z3z0WnlLowKBwI3e3t7vd5VIJpOXR0dHf6VdHatvevunDCZUPqpAFb2MTX/Hp/qV9Er78PDw1dovQlRvMMbUxMTET6iRUs96+6ePUwAAwGBC5bPe/mlkprTx8fGfMcbUKxKRSOR2Pp8/d8bbd9doQvg4BaoYTQif8fbdzefz5yKRyHf/kUgkEh/EYrFPXed7FqwONnUSAlWsDCu5zvcsxmKxzxKJxPsAAATGmAqHw2MWqz3HdfLCSQpU4Tp9gsVqz4XDk2MYY4qQJIlXVdXJdfICYTBs10OCMBh1rpMXVHWjVZIkHyGKIg8AQNmdmXoIVKn2kySJJ0RR5EmqWTGRjVv1lDCRjVukpVkRRZEnkqJ4hbIxcj0FqlhsTC6ZFK8QRUVpt9iY7GlIUG8wWUUpdBDVh1OSyADUHFanCQEAoD7NMqfRXH2adQIAEFaaXtUKpybB0LRthWjjuHtqIes4DQmtkG1pa+PuERzHCSV1nS6Xtsz1FCiXNs0lbZ3mOE4gOI4TAADU/JqznhJqPuMEAGBZViBYlhUoisqISwK/ret1+Vu2dZ0QlwSeoprWWJaNEQghNRQKDWnFfIu4JPD1kBCXhEtaMd8SCgWHEEIqAQDg8Xh+8fl8P6aXF3qKsuQ+SYGiLLnTywvdPp/vB4/Hcweg5rAKBAI37Hb7oyfx6euVMka7lzk8lTJGT+LT1+12+6NAIHCz+v65BEJIHRgY+BhvqtTj+FSfXsam4xTQy9j0OD7VhzdVanBw8COEkFpdM4yMjDzfaLVaRZIk1x/Oxz/Mry57yGZaMTfRxaMKFNZW2hNzd97TCjITCARudnV1jdeu7yf8/NXR3Tt3hPDTm1tNvOVwMEuhUHCora3t95f3vTYGzszMfD07O/uFAZElrvNSzMqwB4iBEicu3ffpuET6/f5v/X7/NweKgbXsEohzFpsjZ6EdLwKxIju0gtyiKbKjgktmAACXy/0gFAoOHToQ1/JsNOB9MRqQLmYymbdfHQ04/2RZtnY0EN/PaOBfulU6Zsp+vroAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAgCAYAAACcuBHKAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEnElEQVRYhcWYT0zbVhzHHy/Ji4PzB2Inje3QdgzSSXRMkKQdFAK7pNN2CKLarZeWw3Zf1502IfWyad19O9BettNURA6bRHYYsIyKJqEaZdUaEONPbKeJEwiJwbGTsAOYsY0OyiB8JUt+/j39fp/Dz0/v+6vZ2toCB6lcLut4nnfzPN/O83w7x3HuVCrVUqlUdOoeCKFit9t/o2k6RlHU9M4T02g0ykH5aw6C4Hm+bSQYvP88mXwDAAB0mH4TJ4iMkSAEI2EVDBZLbjOXsxQyWbKQyZBiJkMoUtEAAABnHI5f+wKBGxRFPT4SRKlUwsbHxz8Jh8Mf6wyYdN7jjlgoB6fH8UJNTc0LE25tbYGiKBpzfJJejMS8iiRh3d3dn/l8vjtarbZ4aIiVlZWOYDB4TxCE1+zNTfHGy96HOr1+3wT/JaVY1C9MRTpSc/MukiR/DwQCNxsaGh4eCDE5OflhKBT6AjPi+aYrneF6J5N42eL/VDbBOufDk91FUTT6/f6POjs7v3whRCKReHNoaOgX69mGZZev+yct0h3YVIdVSVZ08Ymf38ourzQMDAxccTqdU2oMqi+yLBsfDA9/o8fxgsvXNXacAAAAoEU6xeXrGtPjteKD4eFvZVnG/wUxOjp6dzWbbXT1dI1pEZKPE+AvECQ3+7rHV7PZxlAodPdvEPF4/N1YLPa+s/XijMXhSJ4EgKo6ysE7X784E41GP5ibm3sHAACgLMt4MBi8h1vrhXPtbZGTBFB1zt0Wwa31mZGRkfuyLOOQ4zivKIr28+72KNRoKtWAgBpN5Zy7PSKKop3jOA9kWfYSAACY7LZUNQBUmWzb9ViWvQRZlvUaTKY1HYZJ1YRABkzCTKYcx3FeyLLsZdxGZqoJoMpIEkKCTVyGuVyuwUQS6dOAMNnIdG4tdxbuLKraD3sgUgDsOaxOUxAAAPJpwX4axdW60GKxrOSFjO2UIGyWOssyZBhmSkwLxGlAFIQM6WScU5BhmMhmPl+nSBJWTQBFkjApn7fQNB2BDMM8AgCAfCpd1b5Y36nHMMwjSNN0BMfx1GJs2lMpl6vyt1TKZbgUm/biOJ6iaToKEUJiIBC4KWZXyaXpx95qQCzFHnvF7CrR19d3AyEkQgAAcLlc37vd7q8TM7OtuWTScZIAa3ySSjyZbfV4PF81Nzf/AMCew+rq1au36q3Whfh4uLcky+gkAEqyjOYmwj31VuuC3++/pX7fhUAIFa71918viqIxPhHuLcmKbv9URwVQdPGJcG9RFPFr/f3XEUKiGtMMDg7ubjSbzQmE0Mbs9PR7wsLCq7V1dWsGs3n9/wKsJljn09CPb+fTgt3v999uaWn5bm/8heZnJBi8nxGEC2eam569sm1+XvryqxSL6I+pSMfzufkLBEk+6wsEbhzK/KjasYGfhsPh26oNrKMoFuG14kE2UBY38DWeZxajMa+yKWFdXV2f9/T03NFqtftenI5giLENnLBmjQQhGElCMJjNuc31dUtByOwY4qxVkaRaAI7BEO9VuVzWcRzn2R0N8Lw7vT0a0Kp7IISKzW5/SlPU7miApunoYUYDfwLjhjpLPjBljgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAgCAYAAACYTcH3AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEN0lEQVRYhcWYX2jjdADHf8lWy5JxtOnSZl26cn+cbCeuU5RmqGWD7mGbtyntze1JfdqBChPvnjzFniiIsBdhfTp96rjrUKpzL/tHVdZuorTirtu8P3ZJS9qsSTmWdr2wxAfJqGV/en/afiDQkJTfJyG/X77fQIqigHIQRRFPJpMvsixrY1m2M5VKdWYymTZFUSD1HAiCFIPBsGUymaIEQUQJgoiYzebfUBTlyhkDOklmf3//qVAoNBEMBj+RJKkBAAD0ev09dUCTyRTFMOw2z/PnUqlUpyoqCMJpAADQaDR5h8PxKUVRk3V1dQ8eWSYej786Ozs7xXFcR3t7+/d2u32SIIioVqu9f9JVFgqFUyzLdobD4YlYLPa60WhcHxgYuGS1Wn95KBlRFPH5+fkvI5HIWzqd7p/+/v5329rafjpJ4Ci2trYG5+bmvs5ms9aurq5vnE7nFQRBdk6UoWm62+fz/VgoFE51d3d/5XA4rmk0mtyjiqhIkoQEg8GrKysrH2q12vtjY2OvWSyWlSNlcrmcwev1Rurr6wujo6MXcBy/9bgSpaTT6fPT09M/yLKsGR8ftzU0NPDqMVj9oSgKFAgErouiaHS73RcrIQIAAEajcd3tdl/c3d0lAoHA9eLZeCCzurr6/ubm5oW+vr7Lzc3Nf1RCRMVsNv/udDovb2xsDK2trb13cEBRFJBIJF7weDwPfD5fQJZlSFEUUOlNlmXI5/MFPB5PIZlMPq8oCoBlWa6bmZm50djYyA4PD78NQVB5q+BjAkGQMjQ09A6Komm/339DluU6OJ1OP8vz/Nmenp6rxQ9TNUAQJNPb2/sRz/PnOI47DzMMQwEAwHGLUSVpbW39FQAAaJqmYIZh7CiKpnU63b1ayOj1+rsoinIMw9hhmqYpkiTD1XpWSoEgSCFJMswwDAVnMpk2i8USqoWICkmSoZ2dnWdgdaeWMurNgE86sZrAAACgzqhaQdM0BQAAsMFg2FJ3agXDMFRTU9MmbLFYQgzD2ItfWNVEURSIYRg7SZIhmCTJsCiKxmw2e7oWMoIgnBFFESdJMgyrMykej79SC5nt7e2XAfhvRsFGo/EvDMPuLC8vX8vn81g1RXK5nGFpaekzDMNu4zi+DsMwvO9yuUYOCzuVpCTMjcAwvA8DcEzYqSCHhrnjwk6ltqPC3MEKXBJ2bnIc11GJO8JxXIff7795WJj73+sAQZCM2+0eyefzmNfrjSwuLn4uSRLyJCQkSUIWFha+mJqaiu7t7elcLtebpWGu6iXOZrN963Q6rxzWvx+m3n5HUdSkyWT6s9x6m0qlnguFQhOxWOwNHMdvDQ4OXrJarT8f9Z9yi/8HwWDw46Lif1ct/QRBRPV6/R1BEM6qpZ9l2U5BEM4A8ASLfzGiKOKJROIllmVt6oA8zz9d+kkEw7C/i0QjLS0ta+V+EvkXk7cC91lW/HIAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAgCAYAAACYTcH3AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEN0lEQVRYhcWYX2jjdADHf8lWy5JxtOnSZl26cn+cbCeuU5RmqGWD7mGbtyntze1JfdqBChPvnjzFniiIsBdhfTp96rjrUKpzL/tHVdZuorTirtu8P3ZJS9qsSTmWdr2wxAfJqGV/en/afiDQkJTfJyG/X77fQIqigHIQRRFPJpMvsixrY1m2M5VKdWYymTZFUSD1HAiCFIPBsGUymaIEQUQJgoiYzebfUBTlyhkDOklmf3//qVAoNBEMBj+RJKkBAAD0ev09dUCTyRTFMOw2z/PnUqlUpyoqCMJpAADQaDR5h8PxKUVRk3V1dQ8eWSYej786Ozs7xXFcR3t7+/d2u32SIIioVqu9f9JVFgqFUyzLdobD4YlYLPa60WhcHxgYuGS1Wn95KBlRFPH5+fkvI5HIWzqd7p/+/v5329rafjpJ4Ci2trYG5+bmvs5ms9aurq5vnE7nFQRBdk6UoWm62+fz/VgoFE51d3d/5XA4rmk0mtyjiqhIkoQEg8GrKysrH2q12vtjY2OvWSyWlSNlcrmcwev1Rurr6wujo6MXcBy/9bgSpaTT6fPT09M/yLKsGR8ftzU0NPDqMVj9oSgKFAgErouiaHS73RcrIQIAAEajcd3tdl/c3d0lAoHA9eLZeCCzurr6/ubm5oW+vr7Lzc3Nf1RCRMVsNv/udDovb2xsDK2trb13cEBRFJBIJF7weDwPfD5fQJZlSFEUUOlNlmXI5/MFPB5PIZlMPq8oCoBlWa6bmZm50djYyA4PD78NQVB5q+BjAkGQMjQ09A6Komm/339DluU6OJ1OP8vz/Nmenp6rxQ9TNUAQJNPb2/sRz/PnOI47DzMMQwEAwHGLUSVpbW39FQAAaJqmYIZh7CiKpnU63b1ayOj1+rsoinIMw9hhmqYpkiTD1XpWSoEgSCFJMswwDAVnMpk2i8USqoWICkmSoZ2dnWdgdaeWMurNgE86sZrAAACgzqhaQdM0BQAAsMFg2FJ3agXDMFRTU9MmbLFYQgzD2ItfWNVEURSIYRg7SZIhmCTJsCiKxmw2e7oWMoIgnBFFESdJMgyrMykej79SC5nt7e2XAfhvRsFGo/EvDMPuLC8vX8vn81g1RXK5nGFpaekzDMNu4zi+DsMwvO9yuUYOCzuVpCTMjcAwvA8DcEzYqSCHhrnjwk6ltqPC3MEKXBJ2bnIc11GJO8JxXIff7795WJj73+sAQZCM2+0eyefzmNfrjSwuLn4uSRLyJCQkSUIWFha+mJqaiu7t7elcLtebpWGu6iXOZrN963Q6rxzWvx+m3n5HUdSkyWT6s9x6m0qlnguFQhOxWOwNHMdvDQ4OXrJarT8f9Z9yi/8HwWDw46Lif1ct/QRBRPV6/R1BEM6qpZ9l2U5BEM4A8ASLfzGiKOKJROIllmVt6oA8zz9d+kkEw7C/i0QjLS0ta+V+EvkXk7cC91lW/HIAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAgCAYAAACYTcH3AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEN0lEQVRYhcWYX2jjdADHf8lWy5JxtOnSZl26cn+cbCeuU5RmqGWD7mGbtyntze1JfdqBChPvnjzFniiIsBdhfTp96rjrUKpzL/tHVdZuorTirtu8P3ZJS9qsSTmWdr2wxAfJqGV/en/afiDQkJTfJyG/X77fQIqigHIQRRFPJpMvsixrY1m2M5VKdWYymTZFUSD1HAiCFIPBsGUymaIEQUQJgoiYzebfUBTlyhkDOklmf3//qVAoNBEMBj+RJKkBAAD0ev09dUCTyRTFMOw2z/PnUqlUpyoqCMJpAADQaDR5h8PxKUVRk3V1dQ8eWSYej786Ozs7xXFcR3t7+/d2u32SIIioVqu9f9JVFgqFUyzLdobD4YlYLPa60WhcHxgYuGS1Wn95KBlRFPH5+fkvI5HIWzqd7p/+/v5329rafjpJ4Ci2trYG5+bmvs5ms9aurq5vnE7nFQRBdk6UoWm62+fz/VgoFE51d3d/5XA4rmk0mtyjiqhIkoQEg8GrKysrH2q12vtjY2OvWSyWlSNlcrmcwev1Rurr6wujo6MXcBy/9bgSpaTT6fPT09M/yLKsGR8ftzU0NPDqMVj9oSgKFAgErouiaHS73RcrIQIAAEajcd3tdl/c3d0lAoHA9eLZeCCzurr6/ubm5oW+vr7Lzc3Nf1RCRMVsNv/udDovb2xsDK2trb13cEBRFJBIJF7weDwPfD5fQJZlSFEUUOlNlmXI5/MFPB5PIZlMPq8oCoBlWa6bmZm50djYyA4PD78NQVB5q+BjAkGQMjQ09A6Komm/339DluU6OJ1OP8vz/Nmenp6rxQ9TNUAQJNPb2/sRz/PnOI47DzMMQwEAwHGLUSVpbW39FQAAaJqmYIZh7CiKpnU63b1ayOj1+rsoinIMw9hhmqYpkiTD1XpWSoEgSCFJMswwDAVnMpk2i8USqoWICkmSoZ2dnWdgdaeWMurNgE86sZrAAACgzqhaQdM0BQAAsMFg2FJ3agXDMFRTU9MmbLFYQgzD2ItfWNVEURSIYRg7SZIhmCTJsCiKxmw2e7oWMoIgnBFFESdJMgyrMykej79SC5nt7e2XAfhvRsFGo/EvDMPuLC8vX8vn81g1RXK5nGFpaekzDMNu4zi+DsMwvO9yuUYOCzuVpCTMjcAwvA8DcEzYqSCHhrnjwk6ltqPC3MEKXBJ2bnIc11GJO8JxXIff7795WJj73+sAQZCM2+0eyefzmNfrjSwuLn4uSRLyJCQkSUIWFha+mJqaiu7t7elcLtebpWGu6iXOZrN963Q6rxzWvx+m3n5HUdSkyWT6s9x6m0qlnguFQhOxWOwNHMdvDQ4OXrJarT8f9Z9yi/8HwWDw46Lif1ct/QRBRPV6/R1BEM6qpZ9l2U5BEM4A8ASLfzGiKOKJROIllmVt6oA8zz9d+kkEw7C/i0QjLS0ta+V+EvkXk7cC91lW/HIAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAgCAYAAAB6kdqOAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEf0lEQVRYhc2YXUgjVxiGz5kkTbbgrBMSBxNH4wox3ao3FsIm0sYWNNJqLZjVvbIIe9Fe1LIsba82biH93f5YaK9U8KraBHRpClEJjotxtXZ7YdL1h66JmRiYDCTuCG1CJjm92ESywWp0NdkXzs18H5znzMwH530hQggUIkEQZOFwuJll2absikQijYlEoiy3TyqV7pMkuVZRUeElSXKNJMk1lUr1QCwWxwvZBxYCtLm52elyuYZjsVgtAADIZLLH2c2yCwAAcmFZlm2Kx+MXAQCAIIjtjo6OQa1W63wmoGg0Wudyub7f2tp6S6lUrre2tt5Sq9W/4zjOQAiPPAlCCPI8T4VCIT1N07c5jntJq9U6zWbzh3K5/NGJgJLJ5IXFxcVPPB7PxxiGJU0m0229Xj8sEomSx53wMKVSqReWl5cHFxYWbqXTaYnRaPyypaXlC4lE8u+xQLFY7NL4+Lh7b29P09DQMNHW1nYTx/Hd04Dki+d59ezs7B2fz9dXXl4e6O/vf50gCP//AgmCIB0bG/NEo9G6vr6+dzQaDX0WIPny+/2tk5OTU3K5/O+BgQGjWCxOZGtYbuPMzMx34XC4ubu7+93zggEAgNra2vnu7u7+cDjcPDMz821u7QDI6/VeW11dfc9gMNzR6XR3zwsmK51Od9dgMHyzurr6vs/n6z0oIIQAx3E6m822Pzo6uigIggQhBIqxBEGQjIyMeGw22z7HcfUIIYAhhKDdbp8Ui8Xxnp6e3tNO0mkkEomSFoulVywWx+12+y8IIYjFYrE6lmWbTCbT0FlN00mE43jIZDINsSzbFIvFLmEMwxgAAECj0SwUGyarmpqaewAAwDCMAWMYxiCTyR4rlcqHpQJSKpUPpVIpzzCMAQsGg8aqqqr7EMJ0qYAwDEtRFHWfYRgjxnHcyxRFLZUKJiuKopYikUgDhhCCzwsQQghix7cWVxiEEGUnrZRiGMYAIUSYUqn863kBqqio8GHV1dWeUCh0BSFUss+XTqdFDMNcoSjKg1EUtRSPxy9yHHe5VEAcx11OJBI4RVFLWHbCAoHAa6UC2tnZeRWAJ5OGEQTxiCRJL03TQzzPq4sNw/N8FU3TQyRJrhEEsY1BCJHFYrkqCMIFh8MxkUqlJMWCSaVSEofDMSEIgsxisVyFED75kRUKxUZnZ+f1YDDY4na7PysWkNvt/jwYDBq7urquKxSKTQAAeOrC5HQ6f7JarWhjY6PrvC9n6+vrb1utVuR0On/Mff7UqLe3t9+orKz8c2pqajwQCJjO6834/f7W6enpcZVK9aC9vf1Gbu1IG9TY2PhzW1vbzbKysvBZgPA8r56bm/va6/Vey9igNwiC2D4SCAAAksnkixmj+FHGKA7p9fofnsUorqysfEDTtDVjFL/KGMV/8nsLsdLDW1tbb+ZY6RUcx0MFWumq3d1d/fz8/KcZK/2b2WwePLGVztchYcNeXtjgBQAAlmUb88KGcgAAIAjCbzabB+vr6389bq+CgAA4iGNeyYtjGg6LYzJRTG4c80ehccx/fXAQkuY2MAgAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAhCAYAAABTERJSAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAE0UlEQVRYhcWYb2gTZxzHf3dJWrmGTExuvac5ZBYDV6E0aQNhbSNbV40dmFr1RTuGbND9eeu/bYrQV3Pz3/Dl/nRjk2F9U7tEmE2s7EVqRiBtMhRz46QWufSe7hJx4XrY/OnthTkJUme1mnzgefN7HrjPcwe/4/sjNE2DtbC8vGyRJMmFMXZhjJ2SJLlkWd62srJi1M+QJFmkafo2QijBMEySYZgEQihRX1+fW8sziGfJaJpGzs7ODl+7du30w4cPXwMAMJvNi/qDGIZJbtq0Sbh//75Dl8QYuxRFaQQA2LBhw787duz4rL29fZQgiJUXlpFlueXKlSvf37t3r3vLli1/dHZ2nkUIzZrNZvysWyqKwkiS1H7jxo2j8/Pzb23evHl69+7dH9M0nXoumWKxWD89Pf1FJBI5XldXt7Rz587DTqfzZ4Ig1vZNK9A0jUgmkx+Gw+Gz+Xy+Yfv27V92dXWdMhqNy8+UyWazjkuXLgVkWW5pbW0d8/l8B81m8+LzSjyJoiiNk5OT52/dujVI03RqcHCw32q1Ck+VKZVKdaOjo38+ePDgjb17977vcDiurlfiSQRB6Lt8+fKvGzdunB8eHn7TYDDkH29qmvZ4hUKhMyMjI1oqleqvrL/slUql9oyMjGjhcPh0ZZ3Upebm5nqj0egRt9v9LcdxgZf9RirhOO43t9v9XTQaPTI3N/eOXicBAFRVtU1MTFyw2Wy8z+c7/CpFdHw+3yGr1fr3xMTEBVVVbQAApKZpRDAYHFVV1bp///4hk8mkVkPGZDKp+/bte09VVToYDI4CAJC5XI7leb7f6/V+xTBMshoiOgihhNfrPcnzfH8ul2PJdDrtAQBwOBy/V1NEZ+vWrVcBAERR9JCiKHoMBkO+sbHxr1rIMAyTNBgM+XQ67SHT6bQHIZRYrSNWA6PRuMwwTFIURQ+5sLDQYbfbY7UQ0WFZNrawsOAmC4UCxbJsTWXsdnusUChQJACAzWZ76p+0GtA0fRug3PQymUxLLWVkWd4GAECaTCZVFEVPLWXS6bTHZDKpZFNT04zea2qFKIqepqamOGm322OSJLmKxWJ9LUSKxWI9xtjJsmyMZFk2ViqV6hYXF9tqIYMxdpZKpTq73R4j9R4jCMK7tZC5c+dOH8CjXkNaLBaR47hAJBI5hjF2VlNEkiRXJBI5znFcwGKxiCRBEJrf7x+mKCo7Pj5+sVAoUNUQKRQK1Pj4+EWKomS/3z8MUO4zFEVlBgYGDsiy3BIKhc5VQyYUCn2TyWS4gYGBAxRFZR7LAAA0NzdPdXZ2no3H45/yPN//KkV4nt8Tj8c/6erqOtPc3Hxdr5OVh3p6ek4ghBKBQOAnQRD6XoWIIAh9gUDgR4TQbE9Pz4nKvVVz09jYWDCTyXCtra0Xd+3adbChoeGf9UosLS29Pjk5ef7mzZtDNpuNHxoa8v9vbtIpJ8pj5USp+Hy+Q21tbb+sI1F+EA6Hz+Xz+Qav13uyu7v76zUlykpWydpnEEKJ58jarmg0evTu3btvv3DWfuJm5MzMzEdTU1OnKqYQuDyBSDAMk7RarUI2m3VgjJ0YY5ckSS5FURiAR1OI3t7ezzs6On5Y1xSikvJ8pr088nBijF2yLLesMp9J6ZIIoQRCaHat85n/AFA9t7cdV3d3AAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAPCAYAAAA71pVKAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAASklEQVQokWNs2nDlPwOZgIlcjQwMDAyMFx6+J9tmxv///w+MswdOM8vff//I17z61GPyNd9++YVszUM1tHnYWcjWzPj47VeykycA2QgWp4vIIJkAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAPCAYAAAA71pVKAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQokWP8/+HhfwYyAeP////J1sxErkaKNbMw3N9LgeYH5GseSD/zypCtmfH/jw8jL5HcWEeB5s9PL5KrGQDzuBdjUFrj5gAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAgCAYAAACcuBHKAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEqklEQVRYhcWYT2zTVhzHX1/iFycOcdo4obGTMtha/hRRLU0KZZRmlzBth0RUu3EBDtt9jJ02IXHZNHbfDsBlO01FyWHT6GWpllHapB1F/G0RjCa228Rp4jbOn+c43WF1122wFkbTj2TJ8vvp9z6Sn633fS0rKytgIzRNI0RR7BVF0SeKok8QhN5sNtvdaDQIvQZCqLpcrrssy0663e6p1WvSYDCoG/Vv2UhCFMU3o9HY1YWF+R4AACAQWTHbHXkLzUiUnZFIKy1XSzKtFCWmLEtMpZh3qLhqBgCAnTvbpyOR8Gm32/3bS0nU63VydHT000Qi8QlhMle5A33JHQwrIDNVamlpeW7DlZUVgCuKdVkS2My98UC9ViUHBgY+P378+EWj0VjbtEQ6ne6PxWJXJEna5+jomuk4eGTMiMhnNvgv6rhqmrtzsz8/N9PFMMyDcDh8xuv1jm0ocePGjY9GRka+NFmsy7t6BhL0Tm/mRSf/J/JC2vP01i8DtUrJGgqFPj569OhXz5XIZDJHLl++/Cvdvmtujy/4s4FAGy6qzaKpmHg8FX9bnn/qPXv27Fsej2dcH4P6DcbYOjx87VtktpZ2+4LxVykAAAAGAqm7fcE4MlPK8PC17zDG1L8krl+/fqlQWNyz2xeMGwmEX6WAjpFA+DVfcLRQWNwzMjJy6W8SMzMz701OTn7Q3tlzewfjnt8KAR0bw4rtb/TcTqVSH87Ozr4LAAAQY0zFYrErFrpN4vb5k1spoMPt9ycttrZ8NBq9ijGmoCAIAUVRXNz+vhQ0GBrNkIAGQ4M7EEgqiuISBMEPeZ7vAwAAqtWVbYaAjj4fz/N9kOf5AEnZioSJrDZTgjCZqyZqhywIQgBmeP6wxe7MN1NAh7I7pUyGPwyXZNlLtTpz2yFhsTtzslzsgKtGTV0POtbVdQE3KmwGEAAAlGLOtR2TlwpZFwAAQBtNp5VCzrkdEuVizknT9jno4bjxcjHn2A4JpZhjPB5uHHIcl6wqS3a1ViWbKaDWqmRNWaZZlk1CjuMmAABAWX0/zUIpLLgAAIDjuAnIsmySoqgsf3/C39C0pnwtDU2D/L1kgKKoLMuyKYgQUsLh8JmyvMjwD1KBZkjw91OB8tKiIxKJnEYIKRAAALq6un7o7e39Zn52+tCyJLZvpcCSJLjnH00f8vv9X3d2dv4IwLqf1YkTJ861trY9fjIVD9ZVjLZCoK5i9PvU6GBra9vjUCh0Tn++JoEQKg0NnTyFKyXrk6l4UFMx8exWL4emYuLJVDyIKyVqaOjkKYSQoo8ZLly4sFZos9kyCKHy3enJ9xf5R6+TVnuRtNJL/1dAXkh7Zm/+9I5SyLpCodD57u7u79ePPzf8RKOxq/m8tJfp6HroPdg/ZkSmF9781nENpe+M9UtzM3sdDuZhJBI+vanws9bgzxj4WSKROL8uBvLITCmbiIHUsiRw/L2JgFqrkMeOHfticHDwotFofObG6cUDsYksm2lmkaIZyWJnJNJqk6ulJbpclBhFlpiKLLWptaoFgFcQiNejaRohCIL/r6MBsTeXy3Y3Gg2jXgMhrDudrrss6147GmBZNrWZo4E/ALPJOmbrdlv6AAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAZCAYAAADE6YVjAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAZklEQVRIiWP8////fwYaA5ZzD97R2g4Glq0Xn9PcEiaa2zCsLGFhYqS9JYz3Xn2meRJmpEc+GT4RT5/UdenxB9pbsvHcU5pbMnziZPhYwnjz+afRYmUEWsJy/dkn2luy5vRjmlsCAMuJIrnG+9UMAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAZCAYAAAAv3j5gAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAaUlEQVRIie3UwQmAMAyF4VfJ/lu4ih4cQRB68VKlIIgFqXGL/1CaBT7IS15wdxcwFo+bcGTjHBmofsjmNCBKk1BYthMJKVB/1F5GGGR7fhgIq6DyVgRq7xi4CprW1CuoQ5IkS1dhIKqCfoijKIaJ8JarAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAZCAYAAAAv3j5gAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAY0lEQVRIiWNs2nDlPwMdAOONZx/pY9H////pYhETPSwZnhax3Hj+iT4WrT71mC4WDb84Gn4WMV55/GG0CBq1iIGBgYGB5e6rL/SxaNnxh3SxaPjF0fCziPH8g3d0K4J20MMiAPfQI+iSNtSpAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAaCAYAAABCfffNAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAZklEQVRIiWOcuPPmfwYaA8YXH77T3pL////T3BImWlswvCxhufXiM+0tWXnyEc0tGT5xMnwsYbFWFaG5JaPFygi1hGXdmSe0t+Tq0480t2T4xAl9Il6Ai5XmljC+/EifJlElrS0BAHAjIQ6c+BWDAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAZCAYAAADE6YVjAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAZUlEQVRIiWNs2nDlPwONAYumFB+t7WBg/P//P819wkRrC0YtIRmwrD71iPaW3Hj+meaWDJ84oU/Eq4rz0NyS0WJlhFrCsv7sE9pbcuXJR5pbMnzihD4RryDCTXNLGP/+/UfzYgUAjwMaG3Wo05MAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAZCAYAAAAv3j5gAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAaElEQVRIiWP88evPfwY6AJalxx/Swx4Glqfvv9PFIia62DIsLWIxlBegi0WM////p0vyHn5xRL/E8O8fXaKIjkXQgzdf6WLR8EsM9Et1OjL8dLFotAgatQgOWFacoFMRxMPBOpseFgEAbYwdBMAkWrAAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAhCAYAAACxzQkrAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAD30lEQVRYhc2YQUvjaBjHn75NAzKjQpNdpEJvhRlNSGehNDVLZy9ebA/1A5SZwQoKu7AK1q+wszAKelC20pb5ADuH7V72YgdamlCsTRNbmNvADixtItgWxDHNu4cls7UzathV6wv/S3henh9vSN7n/3dgjMHOMgyDODo6mpZlmatWq35ZljlZljld16n+OoqidI7jZI7jZL/fX+U4Tp6enj4iCMKw08dhB6hYLApLS0u7qqoyAAAjIyOnDMOo/Y0BAPpBVVVlTk9PRwAAWJZVdnZ2lgVBKF7bDGN8qTRNoxKJRAoAsNfrfZ9Op1/U6/XHhmE4r9qHMQbDMJz1ev1xOp1+4fV63wMAXlxc/EXTNOqqfV98aJqmI5vNPqNpukUQxHkymXzZ7XYfXAdxmbrd7oO1tbWfnU6nQdN0K5vNPjNN02ELSNd1dzgcfgsAWBCEQq1WY/8ryKBqtRo7MzNTBAAcDoff6rruvhLINE1HLBZ743K5PqZSqUSv10M3BWOp1+uhVCqVcLlcH+fn538dPKkLxVtbWz8AAN7c3PzxpkEGtbGxsQIAeHt7+/svAlUqlSckSZ5FIpHcZe/3JmWapmNubu53kiTPDg8P/ReA2u32qM/ne+fxeD60Wi36tmEsNZvNrzwezwefz/eu0+k8/AQUj8dfI4R6+Xz+6V3BWNrf3/8OIdSLx+OvMcYAmqZRAIBXV1df3TWMpZWVlQ0AwLquu5EkSUEAgGg0mrPza7+NZfWWJCmIRFHkEUJmIBAoDwsoEAiUEUKmKIq8Y3Z29o9ms/l1tVr1DwsIAIDjOHliYuIvJElSMBQKlYYJAwAQCoVKkiQFUbvdHrsvQCcnJ+MIAGBqaqo+bCCLAQEA1Ov1qeHi/MuAxsbG2qVSKTRsoFKpFBofHz+5f18Zz/Oioihst9t9OCyYTqczqqoqw/O8iHieF03TROVyOTAsoHK5HDBNE/E8L6JgMCgBAORyueiwgKzewWBQGvptn8/nn1647fvnocnJyT/vch5qtVq0NQ+12+3RT0AYYzg4OPiGJMmzaDT6211NjJFIJEeS5FmlUnliPb9QdK9maovach17e3sLt+06YrHYmytdB8af+zJFUZibgqnVaqwgCAWw68v6TyqTyTynKEojCOJ8fX39p//rXJPJ5EuCIM5pmm5lMpnntp1rvzRNoxYWFvagz9s3Go1Hdr19o9F41O/tE4lE6jpvbyv9KBQK3y4vL+/0px8syypW+sFxnAwAYCUfsixziqKwVvrBMIy6u7u7ZCf9sAUE8E8+pKoqM5gPHR8fu/vr3G738WA+xDCMajcf+htqx3niFtRkhgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAPCAYAAADUFP50AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARElEQVQokWN89uXzfwYyAOP////J0shEjiaKNLKcePGUTI0vn5GlcQD8KMHFTZZGxs+/fg77BLD78X3yNL769vUiORoBBnYbSmlw2+0AAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAPCAYAAAA71pVKAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQokWP8////fwYyAcu/u7fI1cvA8nflPPI1M/z8SbZmJrJ1DqhmFkZtA7I1M1ISz0M0wCgL7b+njpCv+d/WtWRrBgAbgRRTA0gR7gAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAXCAYAAADgKtSgAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABZ0lEQVRIia3VwUoCURQG4P/ogEJCDCmDJUItCkaCplWrAUHoAYJs474niFq16Ql8gFZugtq3N6GFEMG9iBC1EcZEGRgFBxu8rQwXVjNz79mdn8O3OBw4JISAyhqNRruMsepgMNjXVICu625zzk8551XHcSwAsG37RhoXQlCr1bpot9vny7lpmg8JWZyIRKVSucxkMp+LTNf1d8MwXqVx3/fXG43G42QyMXRd/wAA0zTviUhIrWUB93q9o0Kh8Fyr1Y4ZY9V8Pv8CABT3WlbBqVTKW56JtZYwcCw8LBwZjwJHwqPCofE4cCg8LvwvLgP/icvCv+Iq4JW4KvgHdxzncDabramEAUADAMbYWbFYfGo2m1eqYACg+XxO9Xr9bTwebwZBkFYFA0Ci3+8fuK67EwRBOplMflmWdet53pYQgqTxTqdzsmhyuRyfTqcbmqb5RCT9ubXhcLhXLpevS6XSXTab7cqCy/UNAMIX0CpXFq4AAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAXCAYAAAAV1F8QAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACbUlEQVRIibXUT0jaYRgH8OeXov2TdMsd549CcDBjh8XqsK2DQsUOEQRj94gxaOsQI+gQDCQYrDoUY/fosvAQI6hDr/1RizG0JMv9MCUGm0am5b9+7v3uMiFGShN/DzyX530fPrwP7/vSmdvd6bfbVy5PTm4DIKWSfDbbKiPCttkcykhSq2KQnErp/N3dy4wIW0ZjLOn1PlIEAkBcltWHg4OfGBHW6+oycaezTxEIAHHOhajDMcaIwASBH8/MDCsCFfPn/PwLl0aTZ0SQRkY+8EJBBYDkVEpXVQgAJRh7uqnXJxgRAv39ixlJat2xWIKXp6eGqkIA6GJ//55XFI8YEVxqtcyIcDw9/brqEADKRqN3XVptjhGBEWHHYglyzoVKoBoqEeC8Jjw6+h75vLZYyxwcWJKMdZXqKReqiYmJaxcEQYCuvf1rg9UaqKmvz8ix2B2eTjfwbLbOODDw+X8hAcCNNgIQ0oHA/eTGxuPGtrbdBqt1T93UlLyxVMm8w2NjDqZSFb51dHjC4+PvEmtrXb9zOW25nhuf6GrkIhFxu6UlTIBQrGlNpuhDn++BWq8/u66n5GUoF7WiGLnV07N8tWaenX1VCiGiykYHgE6Wlp6xv9eeEcErikfpYNBS0Tsql7xQUHlMpsiPubmXe319TkaETYPhNOFyPakqBIDSoZC5iH4fHp5hRHBpNPlfCwvPqwr9m8dTU2+YIHBGhOjk5Nurv0hVIQAUW1zsX6+tzTIiHA4NfeSyrFYEAkBJj6djq7k5zoiw29v7pXB+3qgIBIAyktS6bTaHGBH8dvuKYhAAuozHm3022+qZ2935B1UWcwBJjdW6AAAAAElFTkSuQmCC)

（

方面值嵌入表

Σ

门控

方面学习

CLS

“！

!!

“”

!!

“！

!"

“”

!"

九月 % &…。#$% #

'

'

$

变压器编码器

“”

!"

CLS

“！

!!

“”

!!

“！

!"

“”

!"

九月

%

&…。#$%

$

#

…

A={！：品牌,"：类别}

G={！：短语,"：单词}

$

输入：更新的苹果MacBook Air 11.6…

$

#### 图3：我们的壁画在两个方面和两个粒度的简单场景中具有基于单目标的分组。

目标，这可能不足以学好它们。更糟糕的是，当没有方面值注释时，它们将不会被更新。相反，在壁画中，方面信息不会与CLS中的整体内容语义混合。通过门控机制，它们可以更多地交互，并且可以自动学习方面的重要性。此外，方面嵌入也可以由掩蔽语言模型损失来指导，这不仅有利于它们的表示学习，而且有利于没有方面值注释的隐式方面学习。

### 方面学习

粒度处的值（与“共享”选项中的初始嵌入相同）。这给了新的嵌入在语义空间中一个体面的起点，并有更好地进行方面学习的自由，其好处将在第6.2节中展示。方面学习目标。一旦我们获得了表示

在粒度上，表示为hR，我们采用

()∈

广泛使用分组对比损失来预训练编码器。它旨在使源表示更接近其目标群体中的实例，同时使其远离其他群体的表示[12]。

1 Σ<UNK> ((h(),e+))

为了简单起见，我们使用粒度为方面的示例

说明。对于壁画的方面学习，有两个重要的方面

L()=−a

, (2)

((h(),e))

+∈A

∈

组成部分：价值表征和方面学习目标。

其中e/e+∈R是嵌入自（·）的纵横值

值表示。通过以下方式进行有效的方面学习

是点积函数，和

根据粗粒度和细粒度预测方面的值注释，值表示起着重要的作用。有两种选择：1）共享主干PLM中现有的令牌嵌入，并通过投影函数计算单词级和短语级颗粒的值嵌入。它可以重用PLM令牌中携带的语义信息。然而，令牌嵌入是朝着PLM和方面学习的目标学习的，这可能会相互干扰。2）声明单独的值嵌入表，这与[13]以及[3]中PLMs时代之前的研究一致。额外的价值嵌入可以服务于模型，在没有其他干预的情况下更好地进行方面学习。然而，如果从头开始训练，这些新参数可能很难优化。就是否与现有编码器共享底层令牌嵌入而言，我们将这两个选项分别称为“共享”和“非共享”。我们在实验中研究了这两种方式（见第6.2节）。

具体来说，对于“共享”选项，我们首先标记每个方面

是粒度上方面的一组方面值注释。

### 多粒度方面分组

假设有方面和粒度，我们的目标是促进每个粒度的每个方面的方面学习，完全是A\*G学习目标。一种直接的方法是使用单个表示来处理这些多个目标。然而，这种方法强制将所有信息一起压缩，严重限制了每个目标的学习能力。因此，我们引入三种分组方案来集成多粒度和多方面：基于单目标的分组、基于粒度的分组和基于方面的分组。

| | | |

基于单一目标的分组。如图3所示，当

只有几个方面和粒度，我们可以直接在输入序列中引入标记来从视图中捕获项目语义。它们中的每一个都说明了多粒度方面组合中的单个目标。指定-

∗

∗

使用BERT标记器的值。然后，我们提取它们的 实际上，我们得到一个序列=(,,..., ，，..，）。

0 1

\*1

来自BERT嵌入表的嵌入，并在令牌嵌入上使用投影仪函数在训练期间获得相应的值嵌入。在本文中，我们采用平均池作为投影函数，因为它简单并且产生

() ∗

我们利用隐藏向量h（=1，...，）作为粒度上从方面的角度表示的项目。方面学习损失函数变为：

在我们的初步实验中，结果与其他方法相似。

1 Σ ţΣ

(3)

对于“非共享”选项，每个方面都有一个单独的嵌入-

每个粒度的ding表，存储其嵌入

()=\*

=1=1

L（）。

。我们不是从头开始训练这些表，而是初始化

价值观

当

∗

很大，添加大量令牌可以

使用PLM中每个表的平均令牌嵌入 对原始输入的语义表示产生不利影响。
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品牌短语

品牌词

类别短语 类别词

拉

推

因此，有必要在各种粒度和方面进一步对目标进行分组。

基于粒度的分组。相同的粒度表示相同的语义信息水平，以相同的粒度对目标进行分组是一个合理的选择。在这种情况下，标记将被插入到输入序列中，产生=

| |

0，1，..，，1，2，.，.。它们的编码表示变成h（=1，...，），从粒度上所有方面信息的角度表示项目。单个方面嵌入-

( ) | |

( | )|

ding说明了所有方面的损失L()(=1,...,)

#### 表2：方面相关数据集统计。它显示了预训练语料库中具有非空方面值的查询/项的百分比，以及各种粒度的方面值词汇表大小：短语、单词和标记。

*MA-亚马逊 支付宝*

方面项目 项目/查询品牌 94%（5k、6k、5k） 0.6%/44%（9k、11k、3k）颜色 67%（2k，1k，1k） –

类别 87%（8k、5k、5k） 90%/91%(457,650,548)

粒度的

IR的表示。因此，与[13]类似，我们也采用传销

，即h(=1,...,)对于粒度是相同的

Σ<UNK>

。方面学习目标是：

Σ<UNK>

Σ<UNK>1

作为方面学习之外的预训练目标之一。

1

()=

=1

L()，其中L()=

=1

L（）。 (4)

L()=−

∈()

(\()), (8)

基于方面的分组。另一种选择是按方面对跨多粒度方面的对象进行分组，这样不同的方面信息就不会混合在一起，并且不同级别的粒度可以相互受益。这里，我们在内容令牌之前引入引导令牌：=0，1，..，，1，2，..，.隐藏向量h（=1，...，）捕获对应于方面的输入项的所有粒度的表示。

( ) | |

( | )|

| |

特别地，当使用等式2计算损耗L（）时，

其中表示输入句子，和分别表示屏蔽令牌和来自的剩余令牌。

然后，我们使用方面学习损失与MLM损失联合来预训练Transformer编码器，如下所示，

( ) \ ( )

L()=L()+LA(), (9)

其中是超参数。

方面的表示h

在不同范围内保持一致-

微调。我们采用以下批量softmax交叉en-

tropy损失L作为微调期间的学习目标。注

不同的粒度。在这种聚合方式下，损失 可重新表述如下：

洛杉矶

虽然方面学习损失也可以在微调过程中增加，但我们的实验结果显示没有显著的影响-

1

Σ<UNK>

()=

=1

L()，其中L()=

Σ<UNK>1

=1

L（）。(5)

所有多方面寻回犬的证明。因此，我们在本文中省略了这一目标。

按粒度或方面分组减少了

L

=− ((h,h+))

. (10)

引导代币，容纳场景多面

((h,h+))+−((h,h−))

和粒度。它们的模型架构与图3保持相同，除了相同粒度或方面的方面学习目标是在共享令牌上进行的。

### 方面嵌入融合

出于效率考虑，有必要将多个嵌入式合并为一个嵌入式，以最小化存储和计算成本。受[13]的启发，我们在壁画中采用了“CLS-Gating”融合机制。为了说明融合过程，我们使用第4.3节中讨论的基于单目标的分组方法给出了一个示例。具体来说，我们通过lin-

ear层和softmax函数来计算h（1），...，h（）的加权分数，其中=\*：

w=(h(0)+)∈R, （6）其中R ×和R是可训练参数。然后，我们利用学习到的权重来融合多个嵌入，从而获得输入的最终编码表示：

∈ ∈

Σ<UNK> (7)

h= ·h()。

=1

### 培训目标

预培训。正如在以前的工作[21]中所讨论的，屏蔽语言模型(MLM)[29]任务可以帮助构建好的文本

## 实验设置

### 数据集

我们使用以下两个来自真实世界平台的具有丰富方面信息的大规模搜索数据集进行实验。两个数据集的方面相关统计如表2所示。

#### （1）多方面亚马逊ESCI数据集（MA-Amazon）。马-

亚马逊[27]用项目类别信息丰富了亚马逊ESCI[24]数据集的英文部分。在MA-Amazon中，只有商品有品牌、颜色和类别的注释。项目语料库包含482K个不同的产品，用于预训练。检索数据集分别有17k、3.5 K和8.9 K查询用于微调、验证和测试，没有任何查询重叠。对于每个查询，检索数据集平均提供20.1个项目，以及它们的ESCI相关性判断（精确、替代、补充、不相关），表明每个项目与给定查询的相关性。根据【24】，对于微调和需要二进制标签的度量，我们将Exact视为正值，将所有其他视为负值。（2）支付宝搜索数据集。支付宝是一个中国小程序（类app服务）搜索数据集。在支付宝中，无论是查询还是项目，都标注了品牌和品类两个方面。我们对包含130万个唯一查询的查询语料库和包含180万个不同项目的项目语料库进行预训练。检索数据集分别包含60k、3.3 K和3.3 K个真实用户查询，用于微调、验证和测试，没有查询重叠。请注意

#### 表3：壁画和基线之间的比较。最佳结果（不包括壁画）以粗体显示。、、和分别指示第一/第二组和主干BIBERT中相对于最佳基线的显著改善。

†‡ ∗

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | R@100 | R@500 | NDCG@50 |  | R@100 | R@500 | NDCG@50 |  |
| 比伯特 | 0.6075 | 0.7795 | 0.3929 |  | 0.4464 | 0.6284 | 0.2033 |  |

方法 MA-亚马逊 支付宝

冷凝器 0.6091 0.7801 0.3960 0.4520 0.6423 0.2072

比伯特-康卡特 0.6137 0.7814 0.4005 0.4517 0.6291 0.2103

MTBERT 0.6137 0.7852 0.3969 0.4498 0.6280 0.2064

马德拉尔 0.6088 0.7815 0.3950 0.4506 0.6383 0.2057

墙 0.6282†‡∗ 0.7943†‡∗ 0.4151†‡∗ 0.4556∗ 0.6458‡∗ 0.2046

壁画 0.6371†‡∗ 0.8023†‡∗ 0.4228†‡∗ 0.4630†‡∗ 0.6519†‡∗ 0.2177†‡∗

壁画-CONCAT 0.6389†‡∗ 0.8005†‡∗ 0.4281†‡∗ 0.4669†‡∗ 0.6474‡∗ 0.2124†∗

用于验证和测试的查询不会出现在预训练查询语料库中。相关性数据集中的每个实例都是

<查询，项目，标签>三元组，其中标签指示此查询-项目对的手动注释的二进制相关性。

### 基线

我们采用以下密集检索基线进行比较，包括使用或不使用方面信息的模型：（1）BIBERT【15，25】：标准的双编码器基线和壁画的主干，使用基于BERT的编码器的CLS编码进行查询和项目表示。BIBERT用MLM损失进行预训练，并用损失进行微调（等式10）。（2）Con-Denser[6]：一种为非结构化文本密集检索量身定制的预训练方法。它在预训练期间引入了中间层令牌（不包括CLS）与其对应的头层令牌之间的短路，优化了CLS嵌入以封装更多信息。（3）BIBERT-CONCAT：它将方面值视为文本，并在MLM预训练期间将它们与查询/项目内容连接起来。在微调期间，由于与查询的连接可能会改变查询语义，我们只连接项目方面以进行相关性匹配。（4）MTBERT[13]：基于BIBERT的多任务（MT）学习模型。除了预训练期间的MLM之外，它还使用CLS执行方面预测任务。（5）MADRAL[13]：它结合了一个方面提取注意网络来提取查询和项目的方面表示。这些嵌入在预训练期间从方面预测任务中学习，并在微调期间融合以产生最终表示。（6）壁画、MUR和壁画-CONCAT：壁画是我们提出的多方面密集检索模型。相反，MUR禁用方面学习。具体地，当等式9中的设置为0时，MURAL回归到MUR。MURAL-CONCAT对模型输入采用与BIBERT-CONCAT相同的方面-内容文本连接策略。请注意，除非模型名包括“-CONCAT”，否则模型输入仅由内容文本组成。

L

| |

| |

### 实施细节

我们自己实现了壁画和所有基线，以确保一致的实现细节和公平的比较。

* + 1. 预培训。对于所有方法，编码器对于查询和项目都是共享的，以促进知识共享。具体来说，我们在由项目语料库或查询和项目语料库的混合组成的语料库上进行预训练（当查询方面注释可用时），以获得用于微调的共享编码器。

多粒度值收集。给定一个方面及其在短语级别的原始方面词汇，我们获得其单词和标记粒度词汇：对于单词粒度，我们通过空格和标点符号（对于英语）或使用解霸工具[1]（对于中文）来分割每个方面值，并消除重复以聚合生成的“单词”。对于标记粒度，我们将通过处理每个方面值获得的标记列表与BERT标记器合并，以创建相应的词汇集。

模型预训练。我们使用Google的公共检查点初始化所有BERT组件，并使用Adam优化器和线性预热技术。MA-Amazon/支付宝数据集的学习率和纪元分别设置为1e-4/5e-5和20/10。最大令牌长度为156，MLM掩码比率对于项目为0.15，对于查询为0.3。对于所有需要调整训练目标缩放系数的方法，我们根据微调后的验证集性能统一选择系数。这些系数以0.1为间隔从0.1到1变化。对于我们的方法，我们在等式9中设置为0.1。我们使用以下微调过程每两个时期评估预训练的模型检查点，并在验证集上选择最佳检查点。

* + 1. 微调。对于这两个数据集，我们使用Tevatron工具包[8]微调了20个时期的所有模型。继之前的工作[10]之后，除了批内否定之外，我们还为每个查询包括一个硬否定样本。我们使用5e-6的学习率和

64.查询的最大标记长度设置为32，项目的最大标记长度为156。所有模型都用相关性损失L（等式10）进行训练。

* + 1. 评估指标。我们报告R@100、R@500和NDCG@50。根据【24】，我们将1.0、0.1、0.01和0.0的增益分别分配给MA-Amazon的E、S、C和I。我们进行双尾配对t检验（p<0.05）以确定显著差异。

## 实验结果

### 整体表现

我们将壁画与利用和不利用方面信息的基线模型进行比较。如表3所示，我们有以下观察结果：（1）利用方面信息的模型（除了BIBERT、Condenser和MUR之外的方法）在不使用它的情况下优于它们的主干（BERT）。在多向密集寻回犬中，壁画表现最好，差距非常大。这证实了在查询/项目表示学习中结合方面的必要性。（2）在MA-Amazon上，MADRAL的表现不如更简单的MTBERT。我们认为这是由于MA-Amazon的预训练数据较少以及缺乏

#### 表4：马亚马逊上壁画的变体。表明与最佳选项的显著差异。

†

方法 R@100 R@500 NDCG@50

壁画ℎ\_ 0.6336†0.8005 0.4195†壁画ℎ\_ 0.6371 0.8023 0.4228壁画ℎ\_ 0.6340†0.8003†0.4195†

壁画ℎ\_ 0.6300†0.7980†0.4171†壁画ℎ\_ 0.6333†0.7996†0.4184†壁画ℎ\_ 0.6321†0.7995†0.4173†

壁画ℎ\_0.6337†0.8006 0.4196†壁画\_ 0.6141†0.7873†0.4009†壁画\_\_ 0.6212†0.7890†0.4064†

查询的方面注释，这使得MADRAL的方面嵌入没有被充分学习。相比之下，壁画始终取得引人注目的表现。（3）Condenser是一种用于非结构化文本检索的更高级的预训练模型，有时会优于基线多方面密集检索器。值得注意的是，高级预训练技术的收益与我们的方法正交。我们的方法可以很容易地集成到更强的主干中，如冷凝器，并可以实现更好的性能。我们把它留在以后的工作中。（4）BIBERT-CONCAT在两个数据集上的一些指标方面比MTBERT和MADRAL表现更好，这表明将方面连接为文本字符串可能是有益的。然而，为了获得良好的性能，在相关性匹配期间应该特别注意查询方面。在同一模型中结合级联和方面预测（MURAL-CONCAT）并不总是比没有级联时产生更好的性能。我们对MTBERT和MADRAL也有类似的观察，但由于空间问题，我们没有报告它们。原因可能是当使用方面作为模型输入和学习目标时，模型学习不想要的快捷方式。（5）即使不使用方面注释（MUR），我们的方法也显示出竞争性能。除了支付宝上的NDCG@50之外，MUR在所有指标上都优于大多数基线模型。这表明MUR可以从隐式视角捕获互补信息以用于最终表示。这也证实了方面表征和MLM训练在壁画方面的优势。

### 模型变体研究

在这一小节中，我们研究壁画中基本成分的各种选择。为了再现性，所有实验都在公共MA-Amazon数据集上进行。

价值表征研究。在表4中，我们观察到使用独立的值嵌入空间（第4.2节中的“非共享”选项）会带来更好的性能。正如我们前面提到的，“共享”选项优化了BERT和方面学习中的目标的令牌嵌入，这可能会相互干扰并限制模型在方面预测上的能力。然而，在“非共享”选项下，可能很难从头开始优化单独的值嵌入，而其他参数只需要微调。为了查看这是否会影响模型性能，我们不使用与“共享”选项相同的初始状态，而是在

#### 表5：MA-Amazon数据集上壁画的类别和粒度消融研究。，表明与壁画和BIBERT相比有显著差异。

方法 R@100 R@500 NDCG@50

†‡

比伯特 0.6075 0.7795 0.3929

壁画 0.6371 0.8023 0.4228

壁画 0.6289†‡0.7951†‡0.4168†‡壁画 0.6284†‡0.7942†‡0.4158†‡壁画0.6315†‡0.7994†‡0.4166†‡

壁画ℎ 0.6315†‡0.7983†‡0.4185†‡壁画 0.6309†‡0.7994†‡0.4194†‡壁画 0.6305†‡0.7982†‡0.4192†‡

保留壁画中的其他最佳设置。表4中壁画\_的受损性能证实了我们的假设，并显示了体面初始化状态的好处。

分组方法研究。在表4中，我们观察到MU-

RAL\_按粒度对目标进行分组，表现最好。请注意，在支付宝数据集上，它有更少的

方面，壁画\_，基于单目标的分组，具有最佳性能。这与我们在第4.3节中的主张一致，即随着方面计数的增加，进一步分组有利于模型训练。基于这些观察，我们建议：

（1）对于少量的方面和粒度，只需对每个目标使用独立学习（壁画\_）。(2)

当有更多的方面和粒度时，将多个目标分组在一个指导令牌中可能是更好的选择。

引导令牌与融合方法研究。我们没有为方面学习添加单独的指导标记，而是研究了一种在输入序列开始时重用相同数量的标记来进行方面学习的变体，表示为壁画

\_。结果表明，壁画\_的性能与表3中的最佳基线相似或更好，但明显差于壁画的最佳变体。这表明多粒度感知方面学习是有益的，但是需要使用单独的引导令牌来进行学习。

为了研究CLS门控（在第4.4节中介绍）是否有助于方面嵌入融合，在壁画\_\_中，我们重新-

移动它并使用CLS嵌入作为最终表示。CLS自然地融合倒数第二层中的方面嵌入，而方面学习在最后一层中进行。该变体比表3中的最佳基线表现更好，但比最佳变体差。这表明融合应该用适当的加权机制对最终的方面嵌入进行。

### 消融研究

我们消除了多方面、多粒度和查询/项目方面学习的各种组件。在本节中，我们的实验也基于丰富的MA-Amazon数据集。此外，我们验证了查询和项目副作用对支付宝数据集的重要性，因为MA-Amazon缺乏查询端方面的信息。

方面和粒度的影响。在表5中，我们首先研究了壁画中多方面和多粒度的影响。我们发现：（1）每个方面都有助于模型性能，尤其是类别，与[13]一致。（2）单独的各粒度

#### 表6：支付宝上查询和项目方面的消融。，表明与壁画和BIBERT相比有显著差异。

†‡

方法 R@100 R@500 NDCG@50

比伯特 0.4464 0.6284 0.2033

壁画 0.46300.6519 0.2177

壁画− 0.4569‡ 0.6400†‡ 0.2126†‡壁画− 0.4573‡ 0.6454†‡ 0.2103†‡
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#### 表7：支付宝数据集上的类别方面准确度。
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有利于模型性能，将它们结合起来会产生更好的结果。不同的粒度捕获不同级别的语义，它们可以相互补充。

查询/项目方面的影响。我们禁用方面学习

在表6中的查询/项目侧。我们观察到查询和项目方面都是有益的，查询方面有更大的影响，这也与【13】一致。这并不奇怪，因为查询方面是从诸如意图分类的查询分析中获得的，并且携带更多附加信息。

### 方面学习精度

在表7中，我们比较了预训练和微调后壁画与基线方法的准确性，以更好地理解方面学习过程。我们只分析最重要的方面

-支付宝上的分类。MA-亚马逊等方面也有类似的结论。考虑到每个项目可能有多个类别注释，我们使用accuracy@3来计算准确性。查询和项目方面预测的评估分别基于支付宝数据集的测试查询集和项目语料库。

首先，所有方法在预训练中进行方面学习后都具有高精度，而在微调后精度较低。由于我们仅在微调期间使用相关性损失，因此预计精度会下降。在我们的实验中，我们发现在微调期间添加方面学习损失可以提高方面预测的准确性，但会损害检索性能。我们推测，这个目标将模型参数引导到与相关性匹配目标不一致的地方。因此，更高的方面预测精度并不总是与更好的检索性能同时发生。

其次，微调后MTBERT的预测精度急剧下降。由于MTBERT使用相同的CLS令牌来进行相关性匹配和方面预测，因此在微调期间仅针对相关性匹配进行优化会破坏其预测方面值的能力。相比之下，MADRAL和MURAL在微调后保留了大部分这种能力，因为它们使用额外的方面嵌入来执行方面学习。

最后，对于短语级评估，壁画具有最好的方面预测准确性。我们知道，壁画也具有最好的检索性能，这意味着壁画可以很好地学习这两个目标，并让更好的方面嵌入辅助相关性匹配

#### 图4：MA-Amazon上MADRAL和MURAL的项目表示的t-SNE图。

更多。值得注意的是，单词和标记级别的准确性无法与短语级别相比，因为基本事实是不同的。更精细级别的预测精度也不错。当粒度变细时，微调后精度变低，这可能是因为更细的粒度具有更多的地面真值，使多标签分类更具挑战性。

### 案例可视化

我们可视化三个类别的项目表示，如图1所示，以查看它们在语义空间中的分布。具体来说，c1（运动专用服装）和c2（运动和健身）在语义上相似，而c3（家庭用品）与前两者无关。我们首先使用MADRAL和MURAL来获取MA-Amazon上的所有项目表示，并将项目归入它们的类别。然后，我们随机抽取c1、c2和c3的20个项目，并使用图4中的t-SNE工具包绘制它们。我们可以观察到，MADRAL将c1、c2和c3分开的程度相似。相比之下，壁画将相关类别c1和c2放置得更近，而将它们与不相关的c3放置得更远。这表明MADRAL无法辨别c1和c2之间的语义相似性，因为它将不同的短语级产品类别视为孤立的id，忽略了它们的单词级语义联系。壁画可以捕捉相似方面值之间的细粒度语义关系，同时通过结合粗粒度和细粒度信息来保持精确的短语级方面区分。

## 结论

在本文中，我们提出了一种多粒度感知的方面学习模型，该模型增强了结构化数据中附加方面信息的利用。与以前忽略不同方面值之间语义关系的方法不同，我们的方法结合了方面值的多个粒度来促进查询/项表示学习。通过有效地从隐式视图中捕获查询/项的语义，我们的模型即使没有方面注释的监督也能实现令人信服的性能。两个真实世界数据集的实证结果证明了壁画的优越性。
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